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Abstract

The economic courts in Egypt play a crucial role in
resolving disputes related to economic and commercial matters.
These cases cover a wide range of issues that require timely and
cost-effective resolutions to ensure the effective management of
huge construction projects in Egypt. Machine learning plays a
crucial role in the cases handled by Egyptian Economic Courts.
It helps in the analysis of large amounts of data, identifying
patterns and trends, and making predictions based on historical
data. The research delves into the application of various
algorithms to identify similar court rulings within Arabic texts,
using a dataset comprising 3633 court rulings from the
Economic Court in Egypt. The employment of various
algorithms has facilitated the efficient selection of comparable
court rulings, thus expediting the process of deriving effective
conclusions within a minimal timeframe. The evaluation of
classifier performance was conducted using metrics such as
accuracy, precision, recall, and the F1 score. Notably, the
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feature extraction done after asking expert judges for the
judicial dataset yielded promising results, with an accuracy rate
of 95.32%, an F1 score of 95.05%, a recall rate of 95.32%, and
a precision rate of 95.32% when employing the Random Forest
Classifier algorithm. Conversely, the Support Vector
Classification algorithm yielded slightly inferior results. These
findings underscore the efficacy of employing the Random
Forest Classifier algorithm in conjunction with the count
vectorizer feature extraction method for judicial datasets,
particularly within the context of court rulings from the
Economic Court in Egypt.

Keywords Machine Learning Algorithms; Smart Model; Cases
in Economic Courts; Smart Courts; Feature Extraction; Metrics

2024 - Jg¥) ) - 38 alaall 4 el byl g & gagll dgalad) Aol
1258



Ahmed T. Abdelbaset, Ahmed S. Salama, Mahmoud M. Bahloul

daalaidy) aSlaal) QA Lladl) jUat e Jaladt 9;3 z sl
Lyl
gadlall

Lleadlly daleial) cleliill a8 Lawls Bod yeman (b Loba®) oSladll (uals
Qs A cOICa) (o dady degane YL sda Jadi LAglailly dpalady)
slall ayliad Alledl) oY) lacal LS G (e auliall clgll i dllad )8
aSlaall lgan oo ) Lliadll 8 Lagae [yoo V) aleil) Canly + peme 6 dedal)
Ll pasty ¢ @bl e 8 @leS dias 8 seley Dpead) ALl
Gulo & Gl Gy Bl Ul Gl e clgal ehaly ¢ clalasyly
Aty ¢ Aujall Gagail) e Aileal) LaSaal) AEAT aaail cilae Hleall Calide
Calag Jgus 38+ jeme 8 Loba®Y) AaSadll (o oS 3633w by degane
S oeba) Al ¢ dfilad) deSadll HSAY Jledll Lo dibaall il leald
Caiaall el ans ehal o Jas sia) Ul 8 Alledl) clabisin) (adlatial didee
zhasd ol AL saalls JFT dayng slesially ¢ d8a Jie (anlie ol
sacly il e el Liliadll ULl de genas ehdll sliadl) Jlgas 20y &3 il
5)3 cledind Jarag ¢ £ 95.05 dowiy F1 dsj05 ¢ 7 95.32 sya8g a8y Jaras «
Afldall L)) CRias dae))lsd agibag v [ 95.32 585 Jaeag ¢ 7 95.32
pda K5 O ol =i e aeall DL Chial Ayl Sl ¢ (all e
Ak pe Galill Lilsdall Gl Ciias Ayl aladiul Lllad o bl
ASal Bl 8 dalay ¢ ddlaadll Glill lesanal 2l Clgaid) se g Al
e a8 dnlaiBY) daSaall (e daSall
AeSadll 4 Llas S5 zisa o NI bl clelyla 0 Aalidall clall)
Gladse, Sl ASlagl), dpalady)

oalall z il
2024 - Jo¥) ) - 38 alaall 4 el byl g & gagll dgalad) Aol

1259



A Smart model to minimize the waiting time for the cases in Egyptian
Economic courts

. Introduction

The Economic Court Law, which came into effect in October
2008, has significantly expanded the jurisdiction of the courts
in handling various commercial and financial disputes. With a
focus on investment operations, consumer protection, and
banking transactions, the ordinary courts are now empowered to
act as competent economic courts, addressing a wide range of
causes related to capital markets, intellectual property, and
insolvency and banking laws [7, 23].

However, the increasing number of cases has led to a
backlog, posing a challenge to the timely resolution of disputes
and the protection of legitimate rights. To alleviate this burden
and improve efficiency, machine learning techniques can be
employed to assist in the management and decision-making
process within the Egyptian Economic Courts [24, 25].

By analyzing large volumes of data, machine learning
algorithms can identify patterns and make predictions, helping
judges and court administrators make more informed decisions.
Using machine learning in the Egyptian Economic Courts can
enhance the efficiency and accuracy of case management and
decision-making processes, ultimately leading to fairer
resolutions for economic disputes [26, 27].

In response to this dilemma, the digitalization of courts in
China [5] offers a promising opportunity to enhance judicial
efficiency and streamline the judicial process by leveraging
modern technology, the economic courts can improve the
conduct of procedures, ensuring that litigants have access to
easy, effective, and timely judicial protection of their rights [3,
12].
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This research aims to explore the use of several algorithms to
find comparable court decisions in Arabic texts using data from
the Egyptian Economic Court, which expedited the procedure
of deriving efficacious conclusions within a limited time frame.
The rest of this paper is organized as follows: Section 2 is a
related work. Section 3 shows the proposed model. Section 4
presents the methodology and dataset. Section 5 presents the
results. Section 6 presents the conclusion and future work.

I1. Related work

This section includes an overview of prior research in the
field that focuses on machine learning studies that examine
historical court rulings.

Liu, Z., and Chen, H [28] conducted a study that involved
an empirical examination wherein they compared the predictive
efficacy of five renowned machine learning models, namely k-
NN, logistic regression, bagging, random forests, and SVM.
The objective of this investigation was to forecast judicial
rulings made by the European Court of Human Rights (ECHR)
solely based on the textual data extracted from pertinent
sections of ECHR judgments. The dataset utilized in this paper
comprises of instances asserting infringements upon the civil
and political liberties stipulated within the European
Convention on Human Rights (ECHR or Convention).

In [29] presented a technique for the efficient categorization
of Chinese legal texts through the utilization of deep semantic
comprehension. The suggested approach integrates the
extraction of domain knowledge with Graph LSTM in order to
enhance the accuracy of document classification, specifically
within the framework of Chinese legal texts. The study outlines
the development of a judicial domain model that is built upon
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ontologies, encompassing both a high-level ontology and a
specialized ontology within the legal domain.

Paper [30] discussed the progress of an information
extraction system for Arabic law documents, employing a
hybrid technique that amalgamates machine learning and rule-
based methodologies. Additionally, it tackled the obstacles and
feasible implementations of Arabic information extraction in
the realm of law. The paper used the decision tree classifier as
the most efficient method for relation extraction and proposes
showecasing outcomes in a more user-friendly approach.

The researchers in [31] evaluated the foreseeability and
lucidity of judicial rulings, in addition to deducing the
foundation of these forecasts through data-centric
methodologies. They also scrutinized the possibility of
employing these methodologies to anticipate results and
enhance prognostications by employing more sophisticated
machine learning techniques and incorporating more
comprehensive linguistic data.

The authors of [1] gave a summary of how big data,
artificial intelligence, and technology are used in the Chinese
legal system and offered a critical analysis of the advantages
and disadvantages that could arise from their use. They outlined
the possible advantages of the smart court system, including
reduced costs, quicker conflict resolution, simpler access to
justice, and enforceable rulings. The use of automated
judgments, challenges with the digital division, judicial
independence, privacy, and data protection are some of the
other concerns raised by the report.

Study [32] presented a legal framework derived from
machine learning algorithms to categorize perpetrators in legal
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proceedings, with a specific emphasis on cases involving
dowry-related fatalities. It explores the adoption of various
classifiers and ensemble classifications to enhance precision.
The proposed framework seeks to mechanize the procedure of
legal text classification to prognosticate the wrongdoing of the
implicated individual.

In the field of legal studies, a comprehensive investigation
was conducted by [33] regarding the forecast of verdicts in
diverse courts within the Turkish legal system. This study
specifically concentrates on the prognostication of judgments
rendered by the Turkish Constitutional Court and the Courts of
Appeal, solely relying on factual descriptions rather than direct
exposure to the actual rulings. Consequently, this examination
furnishes a systematic framework that possesses the capacity to
be implemented in the analysis of alternative legal systems,
thereby transcending the confines of the Turkish legal system.

The authors in [34] gathered a dataset containing 514 legal
judgments from the Errachidia Court in Morocco and
subsequently analyzed this dataset to extract significant features
that may have an impact on the results of such cases. The
objective of the research is to make a valuable contribution to
decision-making within the justice system by employing
machine learning algorithms to forecast legal outcomes.
However, the precise machine learning techniques utilized are
not explicitly specified.

Study [35] focused on formulating a predictive model that
can replicate the actions of adjudicators and contribute to the
acceleration of the decision-making procedure. The dataset
employed for this purpose encompasses rulings emanating from
the Errachidia court in Morocco, with particular emphasis on
episodes of mishaps that transpired between the years 2017 and
2019. The research endeavor involved the application of three
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distinct machine learning methodologies, namely linear
regression, decision tree, and random forests, in an attempt to
prognosticate the quantum of compensation that ought to be
awarded to victims of accidents

Paper [36] highlighted value-laden character of decision-
making in the creation and formulation of Machine Learning
(ML) systems, underscoring the fact that these decisions
encompass compromises that mirror societal, political, and
ethical principles. Furthermore, the paper offered suggestions
for the application of ML in penal systems, with a particular
emphasis on tackling the possible uneven consequences and
ethical deliberations linked to recidivism prediction algorithms.
Paper [37] illustrated the utilization of natural language
processing (NLP) in the processing of legal text data, the
extraction of valuable insights from unstructured legal
documents, and the development of predictive models to
comprehend and potentially predict case outcomes.
Furthermore, the paper underscored the potential advantages
and difficulties of employing machine learning and NLP in the
legal field, accentuating the significance of comprehending the
constraints and ethical considerations associated with these
technologi
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Table 1 provides a summary of the literature comparison that
highlights the main objective and limitations of each paper

Table 1. Literature comparison

Authors Y| The main| ML Limitations
ear | objective Model
Liu, Z,| 2 This study | k-Nearest - the dataset
& Chen, H | 017 | investigated | Neighbors | utilized in the
and (k-NN), study is of a
contrasted logistic relatively
the regression, | diminutive
predictive bagging, scale,
efficacy of | random encompassing
distinct forests, and | solely 250, 80,
machine Support and 254
learning Vector samples  for
models Machine every
regarding (SVM) grouping  of
judicial trials.
cases. - the study
failed short to
provide a

comprehensiv
e analysis of

the elements
that motivate
judicial

determination
S.
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Li, G.,| 2 This paper | Graph The study
Wang, Z.,|019 |suggested a|LSTM lacked a
& Ma, Y. deep thorough

semantic examination
understandin of the
g-based suggested
approach for approach's
classifying performance
Chinese in terms of
legal recall,
documents. precision, and
F1-score.

Moreover, the
computational
complexity of
the suggested
method is not

thoroughly
examined,
which IS
crucial for
real-world
applications.
Shamma 2 The Decision - The paper
, S. A, 020 | primary Tree mentioned the
Ayasa, A., objective of | classifier(j4 | difficulty in
& Yahya this research | 8) learning  due
IS to to significant
construct an differences in
information requirements
retrieval and style
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framework between legal

for legal systems.

documents in

the  Arabic o

language by Additionally,

employing a the _
mixed suboptimal
methodolo outcome

that 9y observed

integrates wher_l :

both considering
machine complete
learning and documents as
rule-based Zlnr][?tlijézr for
approaches.

PP each of the
extracted
connections
resulted in the
determination
to utilize
separate
paragraphs as
the
instructional
materials for
diverse
connections.

Medved 2 The Support The study
eva, M., | 020 |research Vector recognized the
Vols, M, paper Machine conjectural
& Wieling, investigated | (SVM) quality of the
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M. utilization of examination,
machine as it presents a
learning and formidable
natural task to
language precisely
processing identify  the
methodologi specific
es in order to variables
forecast exerting
judicial influence on
rulings, with the
a particular prognosticatio
emphasis on ns generated
court by the
verdicts machine
originating learning
from the algorithm.
European
Court of
Human
Rights.

Shi, C,| 2 This study | ---- The
Sourdin, 021 | aimed to absence of
T., & Li, investigate case studies or
B. the empirical

deployment evidence in
of the 'smart the study

court’ system
in the
People's

Republic of
China and its
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consequentia

I influence
on the
judicial
process.
Sil, R.,| 2 This Decision the  paper
& Roy, A. | 021 | research Tree failed to

introduced a | Classifier, | consider the
legal model | K-Nearest | possible
that utilizes | Neighbour | obstacles or

machine Classifier, | constraints
learning Naive- associated
algorithms to | Bayes with

classify Classifier employing
offenders machine
involved in learning in the
legal legal field,
proceedings, such as the
with a interpretabilit
specific y of the
emphasis on model's

cases related determination
to dowry s and the
deaths. potential

biases present
in the training

data.

Mumcuo | 2 This paper | Decision It is evident
glu, E., | 021 | examined the | Trees, that the
Ozturk, C. efficacy of | Random efficacy of
E. machine Forests, models IS
Ozaktas, learning Support significantly
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H M., & models  in | Vector Impacted
Kog, A. forecasting | Machines when
the decisions | (SVMs). operating on
of  Turkish lengthy texts.
higher courts In an attempt
through the to address this
sole analysis problem.
of provided
factual
descriptions.

Alissa, 2 The linear The dataset
H., Tarik, | 021 | research regression, |is constrained
A, examined vector in terms of its
Zeroual, 1., machine support size and
& Yousef, learning machines, | scope, as well
F. techniques in | and as the specific

predicting decision reasoning for
the outcomes | trees choosing
of accident these
litigations in algorithms,
the judicial and the
system  of potential
Morocco. constraints in
their
application
are not
addressed.

Biddle, 2 The study| No This paper

J. B. 022 | analyzed the | techniques | offered
significance suggestions
of subjective for the
assessments utilization of
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in the machine
construction learning in
of machine- correctional
learning systems and
(ML) does not
frameworks extensively
discuss  the
practical
obstacles and
intricacies.
Haidar, 2 This study | Linear The need to
A, 022 | examined the | Regression, | investigate
Ahajjam, application | Decision natural
T, of machine | Tree, language
Zeroual, 1., learning Random processing
& algorithms in | Forests techniques to
Farhaoui, forecasting extract
Y. the outcomes additional
of accident data from the
cases in judgments and
Moroccan improve the
courts. accuracy  of
the predictive
model in order
to expedite the
decision-
making
procedure.
Lockard, 2 In this| NLP Because of
K., Slater, | 023 | work, the the
R., & modeling of unbalanced
US Supreme data, the
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Sucrese, B. Court cases model had
using trouble  with
Natural recall and had
Language poor F1
Processing scores,  this
(NLP) suggested that
approaches more balanced
was datasets are
Investigated. needed to

enhance
model
performance.

Presentation of historical data via descriptive analytics, with a
focus on business events. Descriptive analytics, in contrast to
other analytical approaches, seeks to provide the data in an
intelligible manner rather than drawing conclusions or forecasts
from it.

The significance of this paper is evaluating the effectiveness of
several machine learning strategies for recognizing court
decisions from the Economic court system utilizing Arabic
dataset content. Through an analysis of these methods' efficacy,
this study seeks to further the development of legal technology
and data analysis within the context of the Egyptian economic
court system.
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I11. The proposed model

According to the related work in the previous section, we
proposed the following model for Egyptian Economic Courts.

The s model proposed architecture

I-/il Machine learning tm

Models using

_—— —_—
T e ——
m Classified court ruling using Artificial
intelligence(acceptance or rejection ) for
judges

Figure [1]The proposed smart model to minimize the waiting
time for cases in Egyptian economic courts

The previous modeling figure [1] the proposed smart model
illustrates the steps suited to obtain classified cases using
artificial intelligence, it consists of five steps:

A. Judicial data collection

The datasets collected come from one or more courts according
to the datasets available in the system of the court usually it is
not prepared for using techniques but they will be filtered and
prepared for the mining process.

B. Data Cleaning

Here the judicial data is cleaned by excluding unused data then
the datasets are ready for the mining process.

C. Data Preparation

The act of readying unprocessed information to make it
appropriate for subsequent processing and examination.
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D. Using machine learning techniques

Processing the prepared datasets and using artificial intelligence
techniques that separately reflect each algorithm results, the
used algorithms as shown in the model:

. The Multilayer Perceptron (MLP) Classifier: which
utilizes artificial neural networks to map input data to
appropriate outputs through interconnected layers of neurons

[9].

. Support Vector Classifier (SVC) Classifier: is a
supervised learning algorithm that operates by mapping data
points to a high-dimensional space and identifying the optimal
hyperplane to separate the data into distinct classes [4].

. Random Forest Classifier: employs multiple decision
trees to generate class predictions through a majority voting
system, these machine learning techniques have significantly
advanced the capabilities of computer programs in processing
and analyzing data, making them invaluable tools for a wide
range of applications [9].

. Decision Tree Classifier: use attribute values to predict
class labels, with a process of iterative growth and pruning to
improve generalization [6].

. K-nearest neighbors (KNN) Classifier: which leverages
proximity to classify or predict data points based on their
similarity to neighboring points [2].

E. Results

The utilization of diverse assessment criteria to comprehend the
effectiveness of a machine learning model.

The current system in the Economic Court describes the steps
of the lawsuit from the beginning at first the registration of new
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lawsuit original data as shown in figure [2]. It can be clarified
through the following steps:

1-Entry of original information of the lawsuit: economic courts
data entry employees receive the new lawsuit and begin to enter
the original information of the lawsuit and scan the documents
of it such as (the national number or Cartier of a lawyer,
original paper of the lawsuit which includes the requests of the
plaintiff, notes from the plaintiff against the defendant, original
cheques).

2-The citizen or lawyer pays the worthy amount, and the
confirmation is done by the accounting system.

3-The secretary of the session adds the lawsuit to the agenda,
the lawsuit session date is defined, and the session minute data
IS entered.

4-The lawsuit life is the court ruling has been written by the
judge manually,

This thesis focuses on this step after all steps have been
completed.

The Economic court system use case diagram

# Enter new

lawsuit data < T T
Citizen or lawyer << include>>™_

scanning
- Pay lawsuit fees d lawsuit New lawsuit registration
e P — ocuments
payment system

P — Confirm payment
Accoun ting clerk Secretaire of session
Add new lawsuit Enter

to session agenda — session

minutes
<<include »>

Make court ruling
in the lawsuit

0

<Cinclude>>, Write the
sidge court ruling

FIGURE2. THE EcoNoMIC COURT USECASE DIAGRAM
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Figure [3] Activity diagram for the machine learning
techniques used provides a visual representation of the
workflow involved in processing datasets, extracting features,
applying classification algorithms, and evaluating the
performance of the models using metrics such as accuracy, F1
score, recall, and precision. Each component plays a crucial role
in the data processing pipeline, contributing to the overall

analysis and interpretation of the data.

1 MLPClassifier KNeighborsClassifier
svc DecisionTreeClassifier

precision
Confusion matrix

FIGURE3. ACTIVITY DIAGRAM FOR THE MACHINE LEARNING USED
TECHNIQUES

Figure [4] The flowchart of the machine learning
techniques used in this study illustrates the iterative nature of
machine learning, with feedback loops between model training
and evaluation, as well as the importance of data in driving the
entire process. Additionally, the image might include specific
algorithms or techniques commonly used in machine learning,
such as regression, classification, clustering, deep learning, and
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more. The purpose of this diagram would be to visually explain
and simplify the complex process of creating a machine-
learning model, providing a high-level overview of the key
steps involved.

Algorithms: i

a. MLP Classifier

—Z7 0

<. Random Forest Classifier
d. KNeighborsClassifier Train the machine learning model using 80%

of dataset
f. Decision Tree Classifier .

Test the machine learning model using 20% of

l:counter value represents
current used ML datasets
M:Total counter value of
used machine learning Evaluate machine learning results
techniques Accuracy -fl score -recall

i=i+1

Y IF

=N

N

FIGURE 4 FLOWCHART OF MACHINE LEARNING
USED TECHNIQUES
IVV. Methodology

A. Problem formulation and dataset

The goal of this research is to create a model that will
reduce the period cases at the Egyptian Economic Court
must wait. Three primary steps comprise the suggested
model: input, processing, and output, in that order. After
the initial data is cleaned and sorted to remove
punctuation, stop words, tokenization, and stemming, it is
divided into training and testing sets. Various methods are
then chosen, features are chosen, and the outcomes are
assessed.

To write the court ruling now it would take from 30 to 60
days and the judge writes it manually in the system after
applying the model it is predicted to take one hour to
write the court ruling and the judge can browse easily the
similar court ruling issued before at the Economic court
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all over the other Economic court in Egypt which can
achieve transparent justice. To achieve this goal, we can
take 4 steps:

o Get historical datasets from the Economic court
consisting of past court rulings issued before by
the court saved in an Excel sheet

o Using a program suitable for applying Artificial
Intelligence techniques to preprocess the datasets,
train and test the dataset’s results outcome

o Evaluate the best outcomes that appeared at the
program

o Choose the best outcomes for applicable

To minimize the waiting time for the cases the datasets
as shown in figure [5] were collected from the Economic Court
of Qena system as a branch of the Economic Court in Egypt for
this purpose we converted this dataset to comma-separated
value (CSV) format.

There is a total of 3633 records of economic court rulings
which contain 7 attributes as shown in table [2], 3129
acceptance of requests and 504 rejections of requests.
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TABLE 2. CATEGORIZED

INFORMATION

LAWSUIT MODEL DIAGNOSTIC

Lawsuit no(cs se ! &8 )

This number is a unique number at the
court (each lawsuit has a number and the
year of lawsuit was born)

Year of lawsuit (i seal 4s)

The year of recordation of the lawsuit

Dispute type (= bl ¢ 5)

Each lawsuit belongs to a specific law
which could be subjected to their judicial
decision

Sub-dispute
= Al de 3l

type ( gs

The more specific law type to which the
lawsuit is subject to it (more detailed
branch choice)

The requests (aliall Lkl
Input

Explain the final and all requests the
plaintiff person needs to issue a
judgment against the defendant

The decision of the judge or

the court ruling (aSall G shie)

The court ruling that the judge issued
after he read and heard from both sides
of the conflict

Results Cus (e (5eall Al
=8 ) Jsf) Output

If the judge accepts the requests of the
plaintiff or does not accept the requests
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FIGURE[ 5]. SCREENSHOT OF THE DATASETS WITH SEVEN
ATTRIBUTES THAT WERE CONVERTED TO CSV FORMAT FILE

B. Data Cleaning Preprocessing & Data Preparation

Pre-processing techniques are essential steps in preparing
textual data for analysis. These techniques involve removing
punctuation and non-alphabetic characters, a process known as
cleansing. Tokenization is another important step, where the
text is divided into individual words or tokens. Stemming,
which involves reducing words to their base or root form, is
also commonly used. Additionally, removing stop words, such
as "the" and "and", can help improve the efficiency of text
analysis by eliminating common words that do not carry
significant meaning. Overall, these pre-processing techniques
play a crucial role in ensuring that textual data is clean,
organized, and ready for further analysis.
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1. Removed punctuation

As shown in figure [6], Punctuation removal is a technique
utilized to minimize the amount of data by -eliminating
unnecessary characters such as (1"#$% &N () *+,-
L<=>2@\]*_{|}~). This process aids in streamlining the
information and reducing the overall data size [22]

out[11]
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FIGURE[ 6] SHOTSCREEN REMOVED PUNCTUATION

2. Tokenization

As shown in Figure [7], the tokenization data handling

technique involves dividing the given text into smaller units
known as tokens. This process allows for easier analysis and
manipulation of the text data [22].
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FIGURE[ 7] SHOTSCREEN OF TOKENIZATION

3.Removed stop word

In Figure [8], Stop word removal is the procedure of
getting rid of words that aren't thought to be significant.
Whether a word contains a stop word or not, the data dictionary
serves as a useful reference [21].

FIGURE[ 8] REMOVED STOPWORDS

4.Stemming

In figure [9], stemming this may now change the words
again to their original shape, but with lower types and
categories of words in the data. Stem is a way to get the word
stem from the word arched. In some, for example, the words
'learning, "~ learning' and can all be reduced to the common
stem word [23].
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FIGURE [9.] SHOTSCREEN OF STEMMING

C. Feature extraction & and selection

After completing the data cleaning, and data preparation
process the data is ready for feature extraction using machine
learning techniques [20]. The procedure known as "feature
extraction™ transforms raw data into an asset. As part of the
feature extraction procedure, the acquired data are clustered,
which entails grouping them according to two elements: their
features.

This method effectively minimizes the quantity of data
that needs to be processed while properly representing the
original material by breaking text down into its most basic
qualities. Numerous approaches can be employed for feature
extraction [10].

Feature selection is defined after asking the experts and
specialized judges in the judicial field to prove that two
important features are related to each other in such specific
Economic court lawsuits which are the requests and results
attributes. In this feature extraction count vectorizer for the
judicial dataset collected from the Economic court system
results in the best accuracy of 95.32, F1 Score 95.05%, Recall
95.32, and precision 95.32 generated from Random Forest
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Classifier on the other hand SVC generated less results
accuracy 94,77%, F1 Score 94.30%, precision 94.77%.

Data is split into two categories: training data and test data.
This division may allow for the use of one subset of the data for
training and another for evaluating the prediction performance.
To assess the model trained on the dataset, we make use of
some of the remaining cases from the dataset. There are various
techniques for splitting data, such as the hold-out method and
the cross-validation method [9].

Judicial datasets were subjected to machine learning algorithms
to identify the accepted results or rejected results. A binary
categorization system has been developed in which any court
ruling including acceptance is coded as 1 and the rejected
results are coded as 0O, the dataset is divided into 80 % training
and 20% test.

V. Results and Discussion

A. Evaluation Metrics

In the context of the data analytics lifecycle, the assessment
of the constructed models holds significant importance. The
efficacy of classification models is typically gauged by their
ability to accurately predict outcomes for new data points. This
evaluation is often conducted using a test or holdout dataset,
which is imperative for determining the model's performance
[15]. We employed the following metrics to assess the
judgment: accuracy, precision, recall rate, and F1-score.

. Accuracy

The accuracy assesses the overall ratio of correctly
classified court ruling documents to the total number of
accepted requests documents, as well as refused requests
documents, using the formula [12]:
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Accuracy= TP+ TN
TP+FP+ TN+ FN

. F1- Score

The F1_ score is a weighted average of the accuracy and recall
scores. The worst F1 score is 0, and the finest F1 score is 1. It is
noted as [19]:

2 * Precision = Recall

F1 score=
Precision + Recall

. Recall

It means the number of correct results divided by the number of
results that should have been returned In binary classification,
recall is called sensitivity. It can be

viewed as the probability that a relevant document is retrieved
by the query [18].

TP
Recall =
TP+FN
e Precision
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Precision is calculated by dividing the total number of true
positives by the total number of true positives + false positives
[11].

TP

Precision =
TP+FP

B. Results and Discussion
Various machine learning algorithms, such as the Decision Tree
Algorithm, K-Nearest Neighbors Algorithm, MLP Classifier
Algorithm, Random Forest Algorithm, and Support Vector
Classification Algorithm are commonly employed in these
studies. The results of the other 5 algorithms have been
processed and used in the Classifier Model algorithm.

In figure [10], used Accuracy, F1-Score, Recall, and
Precision to get the results of the performance of five machine
learning classifiers on 3633 Arabic datasets. The Random
Forest Classifier and Decision Tree Classifier did better results
with count Vectorizer feature extraction with the judicial
dataset from the economic court achieving an Accuracy of
95.46, F1-Score 95.17, and Recall 95.46 while MLP Classifiers
and KNeighbors classifier did the lowest result with count
vectorizer feature extraction Accuracy 95.32, F1_Score 94.96,
Recall 95.32, precision 95.57. Classified cases after using the
machine learning techniques are ready for the judge's decision
(acceptance or rejection).
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Model Accuracy f1_score recall precision
RandomForestClassifier 95.46 95.17 95.46 95.55
DecisionTreeClassifier 95.46 95.17 95.46 95.55
MLPClassifier 95.32 94 96 9532 95 57

sSvC 95.32 94 96 9532 95 57
KMNeighborsClassifier 95 .32 94 96 95 32 95 .57

FIGURE [10] SHOTSCREEN OF THE USED MODELS SCORES
COMPARISON

Figure [10] The used models' scores shotscreen illustrates
the model score table comparison, the best model results from
the Random Forest classifier and Decision Tree Classifier, and
the lowest model results MLP Classifier, SVC, and KNeighbors
Classifier respectively.

DecisionTreeClassifier accuracy 8,9477383988995873 e Rieson metrdes. BIot. confosion methin. Contusiowmtrinbleplay oUIect ot 184905
DecisionTreeClassifier f1_score @.5455337418138451
DecisionTreeClassifier recall 8.9477383988995873

DecisionTreeClassifier precision 8.946231799248189

clasification report:
precision recall fl-score suppert

True label

8 8.%8 8.74 8.81 11e
1 8.95 8.99 8.97 617

accuracy 8.95 7
macro avg 8.93 ©.86 8.88 27
weighted avg 8.95 8.95 8.35 27

FIGURE [11] SCREENSHOT OF THE CONFUSION MATRIX AND
CLASSIFICATION REPORT DECISION TREE CLASSIFIER

Figure [11] The confusion matrix and classification report of
the decision tree classifier illustrates the result of judicial
Datasets (The operative court ruling) from the Economic court
System and the Confusion Matrix of the Decision Tree
Classifier after applying the Count Vectorizer for Acceptance or
Rejection of the Plaintiff's final Requests.
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Confusion matr: KMeighborsClassifier:
KNeighborsClassifier accuracy 8.9545879779917459 <sklearn.metrics._plot.confusion_matrix.ConfusionMatrixDisplay cbject at @x@88e82424231C808>
KNeighborsClassifier F1_score 8.951193934838348 500
KNeighborsClassifier recall B.9546B7S977931T46%
KNeighborsClassifier precision 8.956912496A321659 s00
alse T 33
clasification rip::rti 400
precision  recall fl-score support _
F}
S 300
L] 1.20 8.7 8.8z 118 2
1 .95 1.88 8.97 617 200
True
accuracy 8.95 27 .
nacro avg 8.97 8.85 8.%8 m
weighted avg .98 8.95 8.95 727
False °

FIGURE[12] SCREENSHOT OF THE CONFUSION MATRIX AND
CLASSIFICATION REPORT KNEIGHBORS CLASSIFIER MODEL.

Figure [12] The confusion matrix and classification report
of the Kneighbor classifier model illustrates the result of
judicial Datasets (The operative court ruling) from the
Economic court System and the Confusion Matrix of the
KNeighbors classifier after applying the Count Vectorizer for
Acceptance or Rejection of the Plaintiff's final Requests

MLPClassifier accuracy 8.9477383988935873
MLPClassifier f1_score ©.9455337418198491
MLPClassifier recall 8.9477383988995873

MLPClassifier precision @.946231799248109
00
clasification report: Faise 81
precision  recall fl-score support 400
8 e.9 8.4 .81 mw 2 il
1 e.95 8.9  8.97 617 50
accuracy 8.95 727 100
nacro avg 6.93 8.86 8.89 727
weighted avg 8.95 8.95 8.95 727

Predicted label

FIGURE[ 13] SCREENSHOT OF THE CONFUSION MATRIX AND
CLASSIFICATION REPORT MLP CLASSIFIER MODEL.
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Figure [13] The confusion matrix and classification report
of the MLP Classifier model illustrates the result of judicial
Datasets (The operative court ruling) from the Economic court
System and the Confusion matrix of the MLP Classifier after
applying the Count Vectorizer for Acceptance or Rejection of

the Plaintiff's final Requests.

SVC accuracy
SVC f1_score
SVC recall @

]
1
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Fa
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True

Predicted label

FIGURE[ 14] SCREENSHOT OF THE CONFUSION MATRIX AND

CLASSIFICATION REPORT SVVC MODEL.

System and the Confusion

Figure [14] The confusion matrix and classification
report of the SVC model illustrates the result of judicial
Datasets (The operative court ruling) from the Economic court
Matrix of SVC after applying a
Count Vectorizer for Acceptance or Rejection of the Plaintiff's
final Requests.
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RandomForestClassifier accuracy 0.9477303988995873 Confusion matrix RandomforestClassifiers:

RandomForestClassifier f1_score 9.9455337418198491 it s eocont
RandomForestClassifier recall ©.9477303988995873 g
RandomForestClassifier precision ©.946231799248189

clasification report:
precision recall fl-score support

True label

[ 0.90 0.74 0.81 110
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accuracy 0.95 727 100
macro avg 0.93 0.86 0.89 727
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FIGURE[15]SHOTSCREEN OF THE CONFUSION MATRIX AND
CLASSIFICATION REPORT RANDOMFOREST CLASSIFIER MODEL.

Figure [15] The confusion matrix and classification
report of the Random Forest Classifier model illustrates the
result of judicial Datasets (The operative court ruling) from the
Economic court System and the Confusion  Matrix of the
Random Forest Classifier after applying the Count Vectorizer
for Acceptance or Rejection of the Plaintiff's final Requests.

RandomForestClassifier

DecisionTreeClassifier

MLPClassifier

Model

svVC

KMeighborsClassifier

o 20 A0 60 BO 100
Accuracy

FIGURE [16 ] SHOTSCREEN OF THE ACCURACY RESULT IN
COMPARISON BETWEEN THE USED Al MODELS
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Figure [16] Shotscreen of accuracy results illustrate the
five-model accuracy comparison from the best accuracy result
to the lowest accuracy result.

RandomForestClassifier

DecisionTreeClassifier

MLPClassifier

Model

SVC

KNeighborsClassifier

F T T v T
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fl_score

FIGURE [17] SHOTSCREEN OF THE F1 SCORE RESULT IN
COMPARISON BETWEEN THE USED Al MODEL

Figure [17] The f1 score results illustrate the five
models' F1 score comparison from the best f1 score result to the
lowest F1 score result.

Model

MLPClassifier

sSvVC

KNeighborsClassifier

RandomForestClassifier

DecisionTreeClassifier

precision

FIGURE[ 18] SHOTSCREEN OF THE PRECISION RESULT IN
COMPARISON BETWEEN THE USED Al MODELS
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Figure [18] The precision results illustrate the five models’
precision comparison from the best precision result to the
lowest precision result.

Model

o 20 40 60 80 100
recall

FIGURE[ 19] SHOTSCREEN OF THE  RECALL RESULT IN
COMPARISON BETWEEN THE USED Al MODELS

Figure [19] The recall results illustrate the five models’
precision comparison from the best recall result to the lowest
recall result.

Judicial datasets were gathered from the Egyptian
Economic court system in Arabic because the decision-making
process is not something that can be taken lightly and should be
done correctly, effectively, and promptly. This would allow the
Arabic judicial court ruling a good chance to be examined and
be useful for future court rulings.

The accuracy, f1 score, recall, and precision of the chosen
feature of the dataset were assessed using five techniques. This
study varies from others in that the court ruling was examined
using machine learning algorithms (MLP Classifier, Random
Forest Classifier, Decision Tree Classifier, Neighbors
Classifier), and the Arabic language was used throughout. This
study hopes in the future to be done on a large number of court
rulings all over Egyptian courts with its different types to
minimize the waiting time for the cases, also it would lead to
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predicting the court ruling automatically in easily and effective
way without consuming more time searching manually the old
book or the web, using artificial intelligence techniques in
Egyptian courts would save more time, efforts, and would
achieve transparent all over justice in Egypt.

References

[1] Shi, C., Sourdin, T., & Li, B. (2021). The Smart Court-A New
Pathway to Justice in China? In 1JCA (Vol. 12, p. 1).

[2] Bharati, M. & Ramageri. (2010). “data mining technique
applications,” Indian Journal of Computer Science and Engineering,
Vol. 1 No. 4, pp. 301-305.

[3] Alghazzawi, D., Bamasag, O., Albeshri, A., Sana, I., Ullah, H., &
Asghar, M. Z. (2022). Efficient prediction of court judgments using an
LSTM+ CNN neural network model with an optimal feature
set. Mathematics, 10(5), 683.

[4] B. M., (2023) “Comparative study for computational intelligence
algorithms ~ for  human identification. = Computer  Science
Review,” 36, 100237, pp.1-11, ...

[5] Peng, J., & Xiang, W. (2019). The rise of smart courts in China:
opportunities and challenges to the judiciary in a digital age. Nordic J
Law Soc Res (NNJLSR), 9, 345-372.

[6] Baid, P., Gupta, A., & Chaplot, N. (2017). Sentiment analysis of
movie reviews using machine learning techniques. International
Journal of Computer Applications, 179(7), 45-49.

[7] Ghanem, M. A. E. (2014, July). Establishment of Economic Courts in
Egypt. In The European Conference on Politics, Economics and
Law (pp. 3-6).

[8] Rehman, N. (2017). Data Mining Techniques Methods Algorithms and
Tools. International Journal of computer science and mobile
computing, 6(7), 227-231.

[9] Asongo, A.l, et. al. International Journal of Engineering Research and
Applications www.ijera.com ISSN: 2248-9622, Vol. 11, Issue 8,
(Series-11) August 2021, pp. 55-64

2024 - Jo¥) ) - 38 alaall 4 el byl g & gagll dgalad) Aol
1293



A Smart model to minimize the waiting time for the cases in Egyptian
Economic courts

[10] Rajaraman, A., & Ullman, J. D. (2011). Mining of massive
datasets. Cambridge University Press.

[11] Silhavy, R., Senkerik, R., Oplatkova, Z. K., Silhavy, P., &
Prokopova, Z. (Eds.). (2016). Artificial intelligence perspectives in
intelligent systems. Berlin: Springer.

[12] Gupta, S., & Singhal, R. (2013). International Journal on Recent
and Innovation Trends in Computing and Communication
Fundamentals and Characteristics of an Expert system. Int. J. Recent
Innov. Trends Comput. Commun, 1(3), 110-113.

[13] Deligiannis, A. P., & Anagnostopoulos, D. (2017, May). Towards
Open Justice: ICT Acceptance in the Greek Justice System the Case of
the Integrated Court Management System for Penal and Civil
Procedures (OSDDY/PP). In 2017 Conference for E-Democracy and
Open Government (CeDEM) (pp. 82-91). IEEE.

[14] Singh, M., Sahu, G. P., Dwivedi, Y., Rana, N. P., & Tamilmani, K.
(2018). Success Factors for e-Court Implementation at Allahabad
High-Court. In PACIS (p. 137).

[15] Helmi, H. R. (2019). The existence of electronic courts (E-court) in
realizing simple, fast and low-cost justice. International Journal of
Innovation, Creativity and Change, 8(9), 270-278

[16] Verma, J. Data Mining in Indian Railways (2021). A Survey to
Analyze Applications of Data Mining. International Journal of
Computer Applications, 975, 8887.

[17] Baid, P., Gupta, A., & Chaplot, N. (2017). Sentiment analysis of
movie reviews using machine learning techniques. International
Journal of Computer Applications, 179(7), 45-49

[18] Yacouby, R., & Axman, D. (2020, November). Probabilistic
extension of precision, recall, and f1 score for more thorough
evaluation of classification models. In Proceedings of the first
workshop on evaluation and comparison of NLP systems (pp. 79-91).

[19] Chicco, D., & Jurman, G. (2020). The advantages of the Matthews
correlation coefficient (MCC) over F1 score and accuracy in binary
classification evaluation. BMC genomics, 21(1), 1-13.

[20] Joseph, V. R. (2022). Optimal ratio for data splitting. Statistical
Analysis and Data Mining: The ASA Data Science Journal, 15(4),
531-538.

2024 - Jg¥) ) - 38 alaall 4 el byl g & gagll dgalad) Aol
1294



Ahmed T. Abdelbaset, Ahmed S. Salama, Mahmoud M. Bahloul

[21] AlLshalabi, H., Tiun, S., Omar, N., Ali Alezabi, K., & AL-Aswadi,
F. N. (2022). The Effectiveness of Arabic Stemmers Using Arabized
Word Removal. International Journal of Information Science and
Management (1JISM), 20(4), 87-102.

[22] Attia, M., Al-Badrashiny, M., & Diab, M. (2014, October). Gwu-
hasp: Hybrid arabic spelling and punctuation corrector. In Proceedings
of the EMNLP 2014 workshop on Arabic natural language processing
(ANLP) (pp. 148-154).

[23] Ghanem, M. A. E. (2014, September). The Benefits of Economic
Courts in Egypt under Law No. 120 of 2008. In Annual International
Conference on Law, Economics and Politics, Green Templeton
College, University of Oxford, United Kingdom.

[24] Li, S., Zhang, H., Ye, L., Guo, X., & Fang, B. (2018, June).
Evaluating the rationality of judicial decision with LSTM-based case
modeling. In 2018 IEEE Third International Conference on Data
Science in Cyberspace (DSC) (pp. 392-397). IEEE.

[25] EI Bialy, N. (2016). The 2007 judicial reform and court
performance in Egypt. Review of Law & Economics, 12(1), 95-117.

[26] de Oliveira, R. S., Reis Jr, A. S., & Sperandio Nascimento, E. G.
(2022). Predicting the number of days in court cases using artificial
intelligence. PloS one, 17(5), e0269008.

[27] De-Arteaga, M., Herlands, W., Neill, D. B., & Dubrawski, A.
(2018). Machine learning for the developing world. ACM Transactions
on Management Information Systems (TMIS), 9(2), 1-14.

[28] Liu, Z., & Chen, H. (2017, November). A predictive performance
comparison of machine learning models for judicial cases. In 2017
IEEE Symposium series on computational intelligence (SSCI) (pp. 1-
6). IEEE.

[29] Li, G, Wang, Z., & Ma, Y. (2019). Combining domain knowledge
extraction with graph long short-term memory for learning
classification of Chinese legal documents. IEEE Access, 7, 139616-
139627.

[30] Shamma, S. A., Ayasa, A.,, & Yahya, A. (2020, October).
Information extraction from arabic law documents. In 2020 IEEE 14th
International Conference on Application of Information and
Communication Technologies (AICT) (pp. 1-6). IEEE.

2024 - Jo¥) ) - 38 alaall 4 el byl g & gagll dgalad) Aol
1295



A Smart model to minimize the waiting time for the cases in Egyptian
Economic courts

[31] Medvedeva, M., Vols, M., & Wieling, M. (2020). Using machine
learning to predict decisions of the European Court of Human Rights.
Artificial Intelligence and Law, 28, 237-266.

[32] Sil, R, & Roy, A. (2021). Machine Learning Approach for
Automated Legal Text Classification. International Journal of
Computer Information  Systems & Industrial Management
Applications, 13.

[33] Mumcuogluy, E., Oztiirk, C. E., Ozaktas, H. M., & Kog, A. (2021).
Natural language processing in law: Prediction of outcomes in the

[34]  higher courts of Turkey. Information Processing & Management,
58(5), 102684.

[35] Aissa, H., Tarik, A., Zeroual, I., & Yousef, F. (2021). Using
machine learning to predict outcomes of accident cases in moroccan
courts. Procedia Computer Science, 184, 829-834.

[36] Haidar, A., Ahajjam, T., Zeroual, I., & Farhaoui, Y. (2022).
Application of machine learning algorithms for predicting outcomes of
accident cases in Moroccan courts. Indonesian Journal of Electrical
Engineering and Computer Science, 26(2), 1103-1108.

[37] Biddle, J. B. (2022). On predicting recidivism: Epistemic risk,
tradeoffs, and values in machine learning. Canadian Journal of
Philosophy, 52(3), 321-341.

[38] Lockard, K., Slater, R., & Sucrese, B. (2023). Using NLP to model
us supreme court cases. SMU Data Science Review, 7(1), 4.

2024 - Jg¥) ) - 38 alaall 4 el byl g & gagll dgalad) Aol
1296



